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Abstract—In medical field, breast cancer detection at early stage is 
a cumbersome task. As a first step, the images have to be enhanced, 
which is the most crucial pre-processing step. Many methods that 
exist today for image enhancement are based on histogram of the 
image. In this paper, we propose a novel Catfish Particle swarm 
Optimization (PSO) algorithm based image enhancement techniques 
used for image enhancement that can be used for breast cancer 
image enhancement or mammography enhancement. The results are 
compared with Classical Histogram Equalization (HE) technique and 
Particle swarm Optimization (PSO) algorithm.  The result proves the 
superiority of the proposed technique. 

1. INTRODUCTION 

One in eight women in United States is said to have chances 
of breast cancer [1]. It is also said that 70% of breast cancers 
cancer have no identifiable risk factors [2].  It is not only an 
alarming disease in developed countries but also in developing 
countries including India. Owing to the lack of awareness of 
this disease and in absence of a breast cancer screening 
program, the majority of breast cancers are diagnosed at a 
relatively advanced stage [3]. With rising incidence and 
awareness, breast cancer is the commonest cancer in urban 
Indian females, and the second commonest in the rural Indian 
women [4]. So, it is highly important that early cancer 
detection is essential.  In order to detect cancer automatically 
without human intervention, it is highly important that we 
have to have a good quality image, which is obtained by 
enhancement of the image.  

One of the classical methods of image enhancement is 
Histogram Equalization [5]. Being a simplest method, the idea 
is to uniformly distribute the cumulative density function of 
the image. The major drawback of HE is that the mean- 
brightness of the HE image is considered as the middle gray-
level and the mean of the image is not considered. As an 
alternative, Meta-heuristic algorithm based image 
enhancement is proposed. Meta-heuristic algorithms are a 
group of stochastic algorithm. The word “Meta-heuristics” 
means “Good-enough- but still”. Some of the metaheuristic 
algorithms reported for image enhancement are Genetic 
Algorithm (GA)[6,7], Artificial Bee colony 
Algorithm(ABC)[8], Particle Swarm Optimization (PSO)[9], 
Black hole algorithm[10] etc. 

In this paper, Catfish PSO based enhancement technique is 
introduced, which enhances the image without human 
intervention. For this purpose, an objective function is created 
and the output images are evaluated against the classical 
techniques in terms of quality. The paper is organized as 
follows: Section II provides overview of Catfish PSO 
algorithm. Section III describes the results of Catfish PSO 
based enhancement method. In Section IV, Conclusion is 
drawn.  

2. OVERVIEW OF CATFISH PSO BASED IMAGE 
ENHANCEMENT:  

Particle Swarm Optimization (PSO) is a swarm based 
evolutionary technique that mimics the flock of birds and its 
search for food[11]. This technique was introduced by 
Kennedy et al. The first step of the technique is to initialize the 
bird’s position in the search space. Each of the bird is then 
made to remember its own best position called ‘Local best’ 
(pbest) and the best position of the group called ‘Global best’ 
(gbest).  

Several variants have been proposed and successfully 
implemented in PSO such New PSO [12], Linearly Decreasing 
Weighted PSO [13] etc. New PSO introduces the use of Worst 
particles position, in both local & global level and the bird’s 
next move is made in such a way that, it deviates from the 
worst position. In linearly decreasing Weight PSO, the 
exploitation is initially high, making global search more 
efficient. Then, as the weight is linearly decreased, the local 
search or exploration is increased toward the end of the 
algorithm. 

The Catfish PSO was first introduced by Chang et al [14]. 
Then, it was implemented for Economic Dispatch Problem 
[15]. The nature of Catfish particles to decrease the premature 
convergence by introducing new particles at the maximum – 
minimum points makes the algorithm more efficient. The 
algorithm is used as given in [15]. If the distance between 
‘gbest’ and the surrounding particles is short, each particle is 
considered a part of the cluster around ‘gbest’ and will only 
move a very short distance in the next generation. To avoid 
this premature convergence, catfish particles are introduced to 
replace 10% of the original particles with the worst fitness 
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value of the swarm. This will help the algorithm to stern or 
drive the entire swarm towards optimal or near- optimal 
solution.  

The image enhancement being an optimization problem, the 
intensity of each and every pixels of the input image is altered 
so that image is enhanced. The transformation function is used 
as in [9]. The four constants ‘a, b, c and k’, produce a large 
variation in output image. The transformation function may be 
summarized as 
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The objective function is defined in [9].The paper uses metrics 
such as entropy, number of edges, edge intensity etc. as 
parameters for evaluation. There are so many edge detector 
algorithms such as Laplacian, Sobel, Canny and so on. Here in 
this study, Sobel edge detector on account of its simplicity has 
been used [5]. Thus the final objective function may be 
defined as 
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Where, 

sis the sum of all M X N pixel intensities 

n_edgels is the number of edges above the threshold intensity 

is the entropy of the output function. 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

The proposed method is tested on many mammograms taken 
from DDSM and Mini-MIAS database [16]. The number of 
particles or birds is 20 and the maximum number of iterations 
is 10. Then, if two consecutive iterations produce the same 
results or fitness value then worst 10% (i.e. two particles) are 
removed and new particles are initialized at the extremities.  

Due to space limitations, three distinct mammograms (i.e. 
Normal, Cancerous and Benign) are presented here to prove 
the superiority of the algorithm. Table 1 presents the visual 
results of original image compared against Histogram 
Equalization and the proposed Catfish PSO algorithm. It can 
be seen that proposed method produces better results than 
classical HE. 

 
Table 1: Visual Results of images 

Image Original Image HE Catfish PSO Based Image enhancement
Normal 

 
Cancerous 
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Benign 

 
 

Table-2 Presents the results of fitness or objective function. 
From the table, it can be clearly seen that Catfish PSO based 
images produces enhanced results than HE technique and PSO 
algorithm. The Catfish PSO outperforms PSO because it 
avoids premature convergence by introduction of Catfish 
Particles.  

Table 2: Results obtained in terms of Fitness function 

Image  
Name/Type 

Fitness of  
Original 
Image 

Fitness of  
HE 

Fitness of 
PSO 

Fitness of 
Catfish 

PSO 
Normal 0.0695 0.1045 0.1654 0.1784 
Cancer 0.1966 0.4296 0.5531 0.5897 
Benign 0.1199 0.2584 0.5043 0.5126 

4. CONCLUSION 
In this paper, Catfish PSO based automatic image 
enhancement technique for breast cancer images have been 
implemented. Results of the proposed technique are compared 
with PSO and with Histogram Equalization (HE) .It is 
observed that Both PSO and Catfish PSO give better results 
when compared to HE. Catfish PSO outperforms PSO in terms 
of solution quality, because it avoids pre-mature convergence 
leading to a wider global search. In future work a study to 
classify features of masses to identify the benign or malignant 
patients for early detection of breast cancer is to be carried 
out.  
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